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Maximizing Quality 
 competitive ratioO(1)

Maximizing Consistency 
no changes to centers (center-
based) or labels (cluster-based)

Upshot: competitive ratio must depend on aspect ratio  if choices are irrevocable Δ ≫ n

k = 2



Prior Work: Online -Mediank

Maximizing Quality Maximizing Consistency 



Prior Work: Online -Mediank

Maximizing Quality Maximizing Consistency 

Beyond worst-case approaches?



Prior Work: Online -Mediank

Maximizing Quality Maximizing Consistency 

Center-based clustering  

•Output: centers  

•  Clusters  (points labelled ) implicit  

c1, …, ck

Ci i

Decide if  a center on arrivalxi

Beyond worst-case approaches?



Prior Work: Online -Mediank

Maximizing Quality Maximizing Consistency 

Center-based clustering  

•Output: centers  

•  Clusters  (points labelled ) implicit  

c1, …, ck

Ci i

Decide if  a center on arrivalxi

Beyond worst-case approaches?

Resource Augmentation (Liberty et. al., ’16)



Prior Work: Online -Mediank

Maximizing Quality Maximizing Consistency 

Center-based clustering  

•Output: centers  

•  Clusters  (points labelled ) implicit  

c1, …, ck

Ci i

Decide if  a center on arrivalxi

Beyond worst-case approaches?

Resource Augmentation (Liberty et. al., ’16)
•  centers, i.e., bi-criteria approx.  > k



Prior Work: Online -Mediank

Maximizing Quality Maximizing Consistency 

Center-based clustering  

•Output: centers  

•  Clusters  (points labelled ) implicit  

c1, …, ck

Ci i

Decide if  a center on arrivalxi

Beyond worst-case approaches?

Resource Augmentation (Liberty et. al., ’16)
•  centers, i.e., bi-criteria approx.  > k
• -competitive,  centersO(log n) O(k log n log nΔ)



Prior Work: Online -Mediank

Maximizing Quality Maximizing Consistency 

Center-based clustering  

•Output: centers  

•  Clusters  (points labelled ) implicit  

c1, …, ck

Ci i

Decide if  a center on arrivalxi

Beyond worst-case approaches?

Resource Augmentation (Liberty et. al., ’16)
•  centers, i.e., bi-criteria approx.  > k
• -competitive,  centersO(log n) O(k log n log nΔ)

Recourse (Lattanzi & Vassilvitskii, ’17; 



Prior Work: Online -Mediank

Maximizing Quality Maximizing Consistency 

Center-based clustering  

•Output: centers  

•  Clusters  (points labelled ) implicit  

c1, …, ck

Ci i

Decide if  a center on arrivalxi

Beyond worst-case approaches?

Resource Augmentation (Liberty et. al., ’16)
•  centers, i.e., bi-criteria approx.  > k
• -competitive,  centersO(log n) O(k log n log nΔ)

Recourse (Lattanzi & Vassilvitskii, ’17; 
Fichtenberger et. al., ‘21)



Prior Work: Online -Mediank

Maximizing Quality Maximizing Consistency 

Center-based clustering  

•Output: centers  

•  Clusters  (points labelled ) implicit  

c1, …, ck

Ci i

Decide if  a center on arrivalxi

Beyond worst-case approaches?

Resource Augmentation (Liberty et. al., ’16)
•  centers, i.e., bi-criteria approx.  > k
• -competitive,  centersO(log n) O(k log n log nΔ)

Recourse (Lattanzi & Vassilvitskii, ’17; 
Fichtenberger et. al., ‘21)
• Change centers small number of times



Prior Work: Online -Mediank

Maximizing Quality Maximizing Consistency 

Center-based clustering  

•Output: centers  

•  Clusters  (points labelled ) implicit  

c1, …, ck

Ci i

Decide if  a center on arrivalxi

Beyond worst-case approaches?

Resource Augmentation (Liberty et. al., ’16)
•  centers, i.e., bi-criteria approx.  > k
• -competitive,  centersO(log n) O(k log n log nΔ)

Recourse (Lattanzi & Vassilvitskii, ’17; 
Fichtenberger et. al., ‘21)
• Change centers small number of times
• -competitive,  center changesO(1) O(k poly log(nΔ))



Prior Work: Online -Mediank

Center-based clustering  

Maximizing Quality Maximizing Consistency 

Beyond worst-case approaches?

Resource Augmentation (Liberty et. al., ’16) 
•  centers, i.e., bi-criteria approx.   
• -competitive,  centers

> k
O(log n) O(k log n log nΔ)

Recourse (Lattanzi & Vassilvitskii, ’17;  
Fichtenberger et. al., ’21) 
• Change centers small number of times 
• -competitive,  center changesO(1) O(k poly log(nΔ))



Prior Work: Online -Mediank

Center-based clustering  

Maximizing Quality Maximizing Consistency 

Beyond worst-case approaches?

Resource Augmentation (Liberty et. al., ’16) 
•  centers, i.e., bi-criteria approx.   
• -competitive,  centers

> k
O(log n) O(k log n log nΔ)

Recourse (Lattanzi & Vassilvitskii, ’17;  
Fichtenberger et. al., ’21) 
• Change centers small number of times 
• -competitive,  center changesO(1) O(k poly log(nΔ))

Both use a randomized subroutine for 
online facility location (Meyerson ’01)



Center-based clustering  

Maximizing Quality Maximizing Consistency 

Beyond worst-case approaches?

Resource Augmentation (Liberty et. al., ’16) 
•  centers, i.e., bi-criteria approx.   
• -competitive,  centers

> k
O(log n) O(k log n log nΔ)

Recourse (Lattanzi & Vassilvitskii, ’17) 
• Change centers small number of times 
• -competitive,  center changesO(1) O(k2 log4 nΔ)



Our Work: Consistent Online -Mediank

Center-based clustering  

Maximizing Quality Maximizing Consistency 

Beyond worst-case approaches?

Resource Augmentation (Liberty et. al., ’16) 
•  centers, i.e., bi-criteria approx.   
• -competitive,  centers

> k
O(log n) O(k log n log nΔ)

Recourse (Lattanzi & Vassilvitskii, ’17) 
• Change centers small number of times 
• -competitive,  center changesO(1) O(k2 log4 nΔ)



Our Work: Consistent Online -Mediank

Center-based clustering  

Maximizing Quality Maximizing Consistency 

Beyond worst-case approaches?

Resource Augmentation (Liberty et. al., ’16) 
•  centers, i.e., bi-criteria approx.   
• -competitive,  centers

> k
O(log n) O(k log n log nΔ)

Recourse (Lattanzi & Vassilvitskii, ’17) 
• Change centers small number of times 
• -competitive,  center changesO(1) O(k2 log4 nΔ)

Cluster-based clustering  



Our Work: Consistent Online -Mediank

Center-based clustering  

Maximizing Quality Maximizing Consistency 

Beyond worst-case approaches?

Resource Augmentation (Liberty et. al., ’16) 
•  centers, i.e., bi-criteria approx.   
• -competitive,  centers

> k
O(log n) O(k log n log nΔ)

Recourse (Lattanzi & Vassilvitskii, ’17) 
• Change centers small number of times 
• -competitive,  center changesO(1) O(k2 log4 nΔ)

Cluster-based clustering  



Our Work: Consistent Online -Mediank

Center-based clustering  

Maximizing Quality Maximizing Consistency 

Beyond worst-case approaches?

Resource Augmentation (Liberty et. al., ’16) 
•  centers, i.e., bi-criteria approx.   
• -competitive,  centers

> k
O(log n) O(k log n log nΔ)

Recourse (Lattanzi & Vassilvitskii, ’17) 
• Change centers small number of times 
• -competitive,  center changesO(1) O(k2 log4 nΔ)

Use at most  labelsk
Cluster-based clustering  



Our Work: Consistent Online -Mediank

Center-based clustering  

Maximizing Quality Maximizing Consistency 

Beyond worst-case approaches?

Resource Augmentation (Liberty et. al., ’16) 
•  centers, i.e., bi-criteria approx.   
• -competitive,  centers

> k
O(log n) O(k log n log nΔ)

Recourse (Lattanzi & Vassilvitskii, ’17) 
• Change centers small number of times 
• -competitive,  center changesO(1) O(k2 log4 nΔ)

Use at most  labelsk

Never relabel points

Cluster-based clustering  



Our Work: Consistent Online -Mediank

Center-based clustering  

Maximizing Quality Maximizing Consistency 

Beyond worst-case approaches?

Resource Augmentation (Liberty et. al., ’16) 
•  centers, i.e., bi-criteria approx.   
• -competitive,  centers

> k
O(log n) O(k log n log nΔ)

Recourse (Lattanzi & Vassilvitskii, ’17) 
• Change centers small number of times 
• -competitive,  center changesO(1) O(k2 log4 nΔ)

Use at most  labelsk

Never relabel points

Cluster-based clustering  

BUT! Lower bd  need some info a priori ⟹



Our Work: Consistent Online -Mediank

Center-based clustering  

Maximizing Quality Maximizing Consistency 

Beyond worst-case approaches?

Resource Augmentation (Liberty et. al., ’16) 
•  centers, i.e., bi-criteria approx.   
• -competitive,  centers

> k
O(log n) O(k log n log nΔ)

Recourse (Lattanzi & Vassilvitskii, ’17) 
• Change centers small number of times 
• -competitive,  center changesO(1) O(k2 log4 nΔ)

Use at most  labelsk

Never relabel points

Cluster-based clustering  

BUT! Lower bd  need some info a priori ⟹
Given: “budget”  where   (final) B B ≥ OPT



Our Work: Consistent Online -Mediank

Center-based clustering  

Maximizing Quality Maximizing Consistency 

Beyond worst-case approaches?

Resource Augmentation (Liberty et. al., ’16) 
•  centers, i.e., bi-criteria approx.   
• -competitive,  centers

> k
O(log n) O(k log n log nΔ)

Recourse (Lattanzi & Vassilvitskii, ’17) 
• Change centers small number of times 
• -competitive,  center changesO(1) O(k2 log4 nΔ)

Use at most  labelsk

Never relabel points

Cluster-based clustering  

BUT! Lower bd  need some info a priori ⟹
Given: “budget”  where   (final) B B ≥ OPT
Objective:  ALG ≤ f(k) ⋅ B



Our Work: Consistent Online -Mediank

Center-based clustering  

Maximizing Quality Maximizing Consistency 

Beyond worst-case approaches?

Resource Augmentation (Liberty et. al., ’16) 
•  centers, i.e., bi-criteria approx.   
• -competitive,  centers

> k
O(log n) O(k log n log nΔ)

Recourse (Lattanzi & Vassilvitskii, ’17) 
• Change centers small number of times 
• -competitive,  center changesO(1) O(k2 log4 nΔ)

Use at most  labelsk

Never relabel points

Cluster-based clustering  

BUT! Lower bd  need some info a priori ⟹
Given: “budget”  where   (final) B B ≥ OPT
Objective:  ALG ≤ f(k) ⋅ B
➡No dependence on  or !n Δ



Our Work: Consistent Online -Mediank

Center-based clustering  

Maximizing Quality Maximizing Consistency 

Beyond worst-case approaches?

Resource Augmentation (Liberty et. al., ’16) 
•  centers, i.e., bi-criteria approx.   
• -competitive,  centers

> k
O(log n) O(k log n log nΔ)

Recourse (Lattanzi & Vassilvitskii, ’17) 
• Change centers small number of times 
• -competitive,  center changesO(1) O(k2 log4 nΔ)

Use at most  labelsk

Never relabel points

Cluster-based clustering  

BUT! Lower bd  need some info a priori ⟹
Given: “budget”  where   (final) B B ≥ OPT
Objective:  ALG ≤ f(k) ⋅ B
➡No dependence on  or !n Δ



Our Work: Consistent Online -Mediank

Center-based clustering  

Maximizing Quality Maximizing Consistency 

Beyond worst-case approaches?

Cluster-based clustering  

BUT! Lower bd  need some info a priori  
Given: “budget”  where   (final)  
Objective:   
➡No dependence on  or ! 

⟹
B B ≥ OPT

ALG ≤ f(k) ⋅ B
n Δ



Our Work: Consistent Online -Mediank

Center-based clustering  

Maximizing Quality Maximizing Consistency 

Beyond worst-case approaches?

Why ?B
Cluster-based clustering  

BUT! Lower bd  need some info a priori  
Given: “budget”  where   (final)  
Objective:   
➡No dependence on  or ! 

⟹
B B ≥ OPT

ALG ≤ f(k) ⋅ B
n Δ



Our Work: Consistent Online -Mediank

Center-based clustering  

Maximizing Quality Maximizing Consistency 

Beyond worst-case approaches?

Why ?B
• Learn scale of costs Cluster-based clustering  

BUT! Lower bd  need some info a priori  
Given: “budget”  where   (final)  
Objective:   
➡No dependence on  or ! 

⟹
B B ≥ OPT

ALG ≤ f(k) ⋅ B
n Δ



Our Work: Consistent Online -Mediank

Center-based clustering  

Maximizing Quality Maximizing Consistency 

Beyond worst-case approaches?

Why ?B
• Learn scale of costs 
•Minimal information about instance

Cluster-based clustering  

BUT! Lower bd  need some info a priori  
Given: “budget”  where   (final)  
Objective:   
➡No dependence on  or ! 

⟹
B B ≥ OPT

ALG ≤ f(k) ⋅ B
n Δ



Our Work: Consistent Online -Mediank

Center-based clustering  

Maximizing Quality Maximizing Consistency 

Beyond worst-case approaches?

Why ?B
• Learn scale of costs 
•Minimal information about instance
•Natural information about instance 

Cluster-based clustering  

BUT! Lower bd  need some info a priori  
Given: “budget”  where   (final)  
Objective:   
➡No dependence on  or ! 

⟹
B B ≥ OPT

ALG ≤ f(k) ⋅ B
n Δ



Our Work: Consistent Online -Mediank

Center-based clustering  

Maximizing Quality Maximizing Consistency 

Beyond worst-case approaches?

Why ?B
• Learn scale of costs 
•Minimal information about instance
•Natural information about instance 

Cluster-based clustering  

BUT! Lower bd  need some info a priori  
Given: “budget”  where   (final)  
Objective:   
➡No dependence on  or ! 

⟹
B B ≥ OPT

ALG ≤ f(k) ⋅ B
n Δ

Prior techniques (Meyerson) help?



Our Work: Consistent Online -Mediank

Center-based clustering  

Maximizing Quality Maximizing Consistency 

Beyond worst-case approaches?

Why ?B
• Learn scale of costs 
•Minimal information about instance
•Natural information about instance 

Cluster-based clustering  

BUT! Lower bd  need some info a priori  
Given: “budget”  where   (final)  
Objective:   
➡No dependence on  or ! 

⟹
B B ≥ OPT

ALG ≤ f(k) ⋅ B
n Δ

Prior techniques (Meyerson) help?
Seemingly no



Our Work: Consistent Online -Mediank

Why ? 
• Learn scale of costs  
•Minimal information about instance 
•Natural information about instance 

B

Cluster-based clustering  

BUT! Lower bd  need some info a priori  
Given: “budget”  where   (final)  
Objective:   
➡No dependence on  or ! 

⟹
B B ≥ OPT

ALG ≤ f(k) ⋅ B
n Δ



Our Work: Consistent Online -Mediank

Why ? 
• Learn scale of costs  
•Minimal information about instance 
•Natural information about instance 

B

Cluster-based clustering  

BUT! Lower bd  need some info a priori  
Given: “budget”  where   (final)  
Objective:   
➡No dependence on  or ! 

⟹
B B ≥ OPT

ALG ≤ f(k) ⋅ B
n Δ

Main Result: There is a (deterministic, poly-time) online algo that, given budget , 
irrevocably gives each point one of  labels on arrival, with cost .

B
k O(k5 ⋅ 3k ⋅ B)



Our Work: Consistent Online -Mediank

Why ? 
• Learn scale of costs  
•Minimal information about instance 
•Natural information about instance 

B

Cluster-based clustering  

BUT! Lower bd  need some info a priori  
Given: “budget”  where   (final)  
Objective:   
➡No dependence on  or ! 

⟹
B B ≥ OPT

ALG ≤ f(k) ⋅ B
n Δ

Main Result: There is a (deterministic, poly-time) online algo that, given budget , 
irrevocably gives each point one of  labels on arrival, with cost .

B
k O(k5 ⋅ 3k ⋅ B)

Lower Bound: Dependence on  is necessary: cost = .k Ω(k ⋅ B)
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